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SUMMARY 

HYCAR is a program that simulates the network protocols of HYPERchannel and 
FODS (Fiber Optic Demonstration System). 
Flight Systems, Phoenix, Arizona. The user may also simulate other related proto- 
cols by modifying the input data file for the program. 
verification and performance tests conducted on the program using the FODS protocol 
and topology. 

The FODS protocol was developed by Sperry 

This report details the 

The report contains the following two sections: 

( 1 )  Section 1 provides a description of the verification tests conducted, 
including the objective, approach, results, and conclusions of each test; and, 

(2) Section 2 provides a summary of the FODS protocol performance charac- 
teristics under varied loading conditions. 

Section 1 presents information that verifies the results of the simulation, and 

Section 2 documents 
The performance 

These results were 

checks the consistency of the results by comparing them with the expected results 
which were obtained through deterministic and analytical means. 
the performance of the protocol under different loading conditions. 
summary also validates the model of FODS that was used in HYCAR. 

( 1 )  Throughput and channel efficiency; 

(2) Number of collisions; 

( 3 )  Average time to resolve collisions; 

(4) Average dead time on the channel; 

(5) Independence of the message length. 
. .  

INTRODUCTION 

The five tests verified the following parameters : 

rot 

obtained through extensive experimentation with the simulator. 

1s of HYPERch HYCAR is a program that simulates the network nnel and - -  
FODS (Fiber Optic Demonstration System). 
Flight Systems, Phoenix, Arizona. The user may also simulate other related proto- 
cols by modifying the input data file for the program. 
verification and performance tests conducted on the program using the FODS protocoi 
and topology. 

The FODS protocol was developed by Sperry 

This report details the 
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The FODS network uses a star topology with a channel bit rate of 100 Mbps. 
protocol is similar to that of HYPERchannel. 
scheme: Carrier Sense Multiple Access (CSMA), and collision resolution through 
timeslots. The FODS protocol, however, only cycles once through the timeslots, 
while the HYPERchannel cycles until all pending messages have been sent. 

The 
Both protocols use the same access 

The two sections of this report provide descriptions of the verification tests 

The five tests used analytical methods to verify the following parameters: 
that were conducted and a summary of the FODS protocol performance characteris- 
tics. 

I Revis ions 

(1 )  Throughput and channel efficiency; 

(2) Number of collisions; 

( 3 )  Average time to resolve collisions; 

(4) Average dead time on the channel; 

(5) Independence of the message length. 

These tests and their results are detailed in Section 1. Extensive experimentation 
with the simulator produced a set of performance characteristics for the FODS proto- 
col under varied loading conditions. These characteristics are summarized in 
Section 2. 

Instead, throughput was being calculated as 

Kbytes generated 
run-time (psec) 

This error resulted from the changes that were made between versions 1 and 2. 
Version 1 of HYCAR ran until all of the buffers were emptied; therefore, the data 
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The verification tests of HYCAR revealed two bugs in the program code. When 
these bugs were resolved, the following three versions of the program resulted. 

Version 1 (May 1984) had an intermittent bug; sometimes the program would not 
count through the time slots correctly in the controlled access mode. 
stations would collide in that mode, an occurrence which is not permitted by the 
protocol. Because the bug appeared intermittently, however, it was possible to 
obtain results from runs in which the bug did not appear. 

As a result, 

Version 2 (July 1984) resulted when this intermittent bug was resolved. This 
program, however, contained a second bug. Calculations of the throughput and effi- 
ciency were not done correctly; the problem involved substitution of data generated 
for data sent. Throughput should be calculated as 

Kbytes sent successfully 
run- t ime ( w e c  ) 



generated equalled the data sent. Version 2, however, ran until the end of the run- 
time, not until the buffers were emptied. Therefore, the two parameters did not 
have the same value. 

Version 2a (August 1984) resulted when this error was corrected. No bugs were 
found in this version. 

Parameters 

Several parameters retained the same values throughout the tests. These param- I 

eters and their values are listed in tables 1 and 2. 

TABLE 1.- TEST PARAMETERS WITH CONSTANT VALUES 

Topology ........................................ Star 
Arm length . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5  0 m each 
Number of Bus Interface Units (BIUs) ............... 4 
Channel bit rate ............................ 100 Mbps 

Version 2a message length. ............... .16384 bitsa 
Run-time ................................. 100000 usec 

Versions 1 ,  2 message length .............. 16496 bitsa 

TABLE 2.- CROSS REFERENCE OF UTILIZATION AND 
INTERARRIVAL TIME 

b Expected channel utilizationa Message interarrival time 

90% 
45% 
20% 

700 psec 
1500 vsec 
3000 psec 

aExcept in test t 5 .  
bMean of a Poisson process; given on a per BIU basis. 

SECTION 1: DESCRIPTION OF TESTS 

Test 411: Throughput and Channel Efficiency 

Objective 

The objective of this test was to verify the following: 

( 1 )  That the throughput and channel efficiency is being evaluated cor- 
rectly; and, 
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(2) That the results are comparable to those obtained from HYCAR version 1 
runs and to the expected results. 

Approach 

Run three simulations, varying only the message interarrival times. Select the 
three interarrival times so that the expected channel utilizations are corresponding 
percentages of the maximum possible (see table 2). 

Select the number of nodes to be four, and a run-time of 100000 psec. This 
run-time allows between 30 and 140 messages/node/run depending on the interarrival 
time. 

Check that throughput is being calculated as 

Kbytes sent successfully 
run-time (psec) 

and that channel utilization is being calculated as 

Throughput (Mbps) ,oo$ 
100 Mbps 

Compare these data with data taken from runs made with version 1 of HYCAR. 
compare the actual achieved throughput with the attempted throughput to make sure it 
is in the same range for a non-overloaded channel. 

Also 
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R e s u l t s  

Version 2 
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VERSION 2 RESULTS FOR TEST t l  

I n t e r a r r i v a l  time, psec 

- 

- 

- 

- 

700 1500 3000 

Mean o f f e r e d  load  (MbpsIa 94.3 44.0 22.0 

Throughput (Mbps ) 88.0 41 .8  19.0 
(Versions 1 and 2) 

(Version 1 )  

(Version 2 )  
Throughput (Mbps) 89.6 46.2 17.8 

aMean o f f e r e d  

(Load o f f e r e d  

load  (b i t s / sec)  = 

message s i z e  ( b i t s )  of BIUs 
i n t e r a r r i v a l  time ( s e c )  

to  t h e  system; does not  inc lude  re t r ies  o f  
messages involved i n  c b l l i s i o n s ;  mean o f  a Poisson p rocess . )  

Also see f i g u r e  1 f o r  a p l o t  of throughput versus  the  message a r r i v a l  ra te .  

0 THROUGHPUT 
(VERSION 11 

0 THROUGHPUT 
(VERSION 2) 

0 1  I I 
I I 1 1 I I I  I 

.1 .3 .6 1 .o 2.0 
MESSAGE ARRIVAL RATE, 103 rnesrageslsec 

Figure  1 . -  Throughput v s .  message a r r i v a l  rate,  ve r s ions  1 and 2. 
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Version 2a 

VERSION 2a RESULTS FOR TEST IC1 

Interarrival time, psec 

700 1500 3000 

Mean offered load (MbpsIa 94.3 44.0 22.0 
(Version 1)  

(Version 2a) 

(Version 1 )  

(Version 2a) 

Mean offered load (Mbps)a 93.6 43.7 21.8 

Throughput (Mbps) 88.0 41.8 19.0 

Throughput (Mbps) 92.6 45.2 19.7 

aMean offered load (bits/sec) = 
message size (bits) 

interarrival time (sec) number of BIUs 

(Load offered t o  the system; does not include retries of 
messages involved in collisions; mean of a Poisson process.) 

Also see figure 2 for a plot of throughput versus the message arrival rate. 

loo r 0 THROUGHPUT 
(VERSION 1) 

0 THROUGHPUT 
(VERSION 2a) 

I I I I I I I I I  1 
.1 .3 .6 1 .o 2.0 

MESSAGE ARRIVAL RATE, 103 rnersageslsec 

Figure 2.- Throughput vs. message arrival rate, versions 1 and 2a. 

6 



Conclusions 

Version 2 

A. Evaluation of throughput and channel efficiency 

Calculations of the throughput and efficiency were not done correctly, as 
was explained in the introduction. 

B. Comparisons with version 1 results 

No comparisons can be made as yet because of the error noted in A above. 

Version 2a 

A .  Evaluation of throughput and channel utilization 

The throughput and channel efficiency were calculated correctly using the 
amount of data sent rather than the amount generated. 

The mean offered load for version 2a is slightly different from that of 
version 1. The difference is caused by a change in the message sizes used in the 
two versions. Version 1 used a message size of 16496 bits, while version 2a used 
16384 bits. 

The change was made to make the results more accurate: 16496 bits repre- 
sents the size of the message including both data and header. The size of the data 
alone is, however, 16384 bits. To calculate the throughput, only the amount of data 
sent, not header information, is necessary. Therefore, the message size was changed 
to 16384 bits. 

B. Comparison with version 1 results 

The throughputs actually achieved in versions 1 and 2 are comparable. They 
are not exactly the same because of the randomness of the program. 
gram gives different results each time it is run, the variations in the results are 
as expected. 

Since the pro- 

Comparisons between the mean offered load and the achieved throughput 
reveal the same situation. Variations exist and are statistically reasonable. The 
achieved throughput is sometimes greater than the mean offered load because the load 
is calculated using the message interarrival time, which is a mean of a Poisson 
process, not a constant value. 

Test 412: Number of Collisions 

Objective 

The objective of this test was to verify the following: 

( 1 )  That the count of collision events and number of colliding messages 
given at the end of the run is correct; and 
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(2) That the results are comparable to those obtained from HYCAR 
version 1 runs. 

I aRun-time = 30000 psec. 

Approach 

Run three simulations, varying only the message interarrival times. Select the 
three interarrival times so that the expected channel utilizations are corresponding 
percentages of the maximum possible (see table 2). 

Select the number of nodes to be four, and a run-time of 100000 psec. Count, 
on the event trace, the number of collisions and the number of colliding messages. 
Verify the end-of-run statistics. 

Graph the totals versus the message arrival rate (l/interarrival time) to 
compare them with results obtained from version 1 runs. 

Results 

Version 2 

VERSION 2 RESULTS FOR TEST 112 

Interarrival time, psec 

700 1500 3000 

Number of colliding messages 1 18a 30 6 
(Version 1) 

(Version 2) 

(Version 1) 

(Version 2) 

(Version 1) 

(Version 2) 

Number of colli.ding messages 342 34 2 

Number of collisions 32a 14 3 

Number of collisions 138 17 1 

Number of messages/collision 5 18 38 

Number of messages/collision 4 16 1 1 1  

Also see figure 3 for a plot of the number of collisions versus the message arrival 
rate. 
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Figure 3 . -  Number of collisions vs. message arrival rate, versions 1 and 2. 

Version 2a 

VERSION 2a RESULTS FOR TEST #2 

Interarrival time, psec 

- 
- 
- 

- 

- 
- 
- 

- 

700 1500 3000 

Number of colliding messages 118a 30 6 

Number of colliding messages 350 32 8 
(Version 1)  

(Version 2a) 

(Version 1) 

(Version 2a) 

(Version 1 )  

(Version 2a) 

Number of collisions 32a 14 3 

Number of collisions 147 15 4 

Number of messages/collision 5 18 38 

Number of messages/collision 4 18 30 

aRun-time = 30000 psec. 

Also see figure 4 for a plot of the number of collisions versus the message arrival 
rate. 
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Conclusions 

Version 2 

A. Verification of end-of-run statistics 

This test was completed by counting the number of collisions and number of 
colliding messages on an event trace. 
tistics given at the end of the run. 

These counts were then compared to the sta- 
The two counts were the same. 

B. Comparison with version 1 results 

No comparisons can be made with version 1 because of the error that was 
detected. 

Version 2a 

A. Verification of end-of-run statistics 

As with version 2, the end-of-run statistics in version 2a are equal to the 
number of collisions and colliding messages as counted on an event trace. 

B. Comparison with version 1 results 

The results of versions 1 and 2a are graphed in figure 4. As expected, the 
number of collisions increased as the message interarrival time decreased. 

The maximum limit to the number of collisions that can occur is one colli- 
sion every four messages. This would occur if four messages are sent in the con- 
trolled access mode and a collision occurs each time the random access mode is 
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entered. 
loading conditions. 

Studying the simulation results reveals this to be the case under heavy 

AS the loading is decreased, the number of collisions decreases drasti- 
cally. Again, comparison with simulation results shows this to be true. In ver- 
sion 2a, with a message interarrival time of 700 usec, the number of collisions/ 
message was 1/4. This value decreased to 1/30 for a message interarrival time of 
3000 usec. Similar results were obtained from runs of version 1 .  

Test #3: Resolution Time of Collisions 

Objective 

The objective of this test was to measure the average amount of time taken to 
resolve collisions under different loading conditions. 
the detection of a collision and the beginning of time slot 111 in the controlled 
access mode. 

(This is the time between 

Approach 

Run three simulations, varying only the message interarrival times. Select the 
three interarrival times so that the expected channel utilizations are corresponding 
percentages of the maximum possible (see table 2). 

Select the number of nodes to be four, and a run-time of 100000 usec. For the 
runs with 45% and 20% utilizations, few collisions may occur; it may be necessary to 
do additional runs to find an average. 

Compare the measured times with calculated limits and average. The calculated 
limits are based on the number of BIUs in the system and the length of the nonvalid 
Manchester (NVM) signal. 
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Results 

7 -  
n a 
vi 
z 6 -  9 z 
-I 
-I 

8 5  

3 
24 

W 

0 

a 

Version 2 

CALCULATED MAXIMUM 

- 

- 

VERSION 2 RESULTS FOR TEST #3 

In te rar r iva l  time, psec 
Resolution time (Msec) 

coll ision number 
700 1500 3000 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
Averagea 

4.4 4.0 4.0 
4.3 4.0 4.0 
4.2 4.0 4.0 
4.2 4.0 4.0 
4.0 4.0 4.0 
4.1 4.0 4.0 
4.4 4.0 4.0 
4.5 4.0 4.2 
4.3 4.0 4.0 
4.2 4.0 4.2 
4.26 4.0 4.02 

~~ ~~~ ~~~ ~ 

aAverage taken over 10 coll isions.  

Also see figure 5 for a plot  of the average time to resolve co l l i s ions  versus the 
message a r r iva l  rate.  

11 I I I I I I I l l  I 
.1 .3 .6 1 .o 2.0 

MESSAGE ARRIVAL RATE, 1 0 3 m ~ ~ w s / r e c  

Figure 5.- Average time t o  resolve col l is ions vs .  message a r r iva l  r a t e ,  version 2. 

12 



Version 2a 

VERSION 2a RESULTS FOR TEST #3 

Interarrival time, psec 
Resolution time (psec) 

collision number 
700 1500 3000 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
1 1  
12 
13 
14 
15 

Averagea 

3.73 
3.73 
3.93 
6.61 
3.73 
4.03 
3.73 
3.73 
3.93 
3.73 
4.26 
3.83 
3.73 
3.73 
4.13 
4.04 

3.73 3.73 
3.73 3.73 
3.73 3.73 
3.73 3.73 
3.73 3.73 
3.73 3.73 
3.73 3.73 
3.73 3.73 
3.73 3.73 
3.73 3.73 
3.73 3.73 
3.73 3.73 
3.73 3.73 
4.03 3.73 
3.73 3.73 
3.75 3.73 

b Calculated maximum = 6.8 psec 
Calculated minimum = 1.7 pseccd 
Calculated average = 4.25 psec 

aAverage taken over 15 collisions. 

bCalculated maximum = 
(number of BIUs) x (Tfap) 
+ (number of BIUs) x length of NVM signal) 
= (4 x 1.6 psec) + (4 x 0.1 psec) 

‘Calculated minimum = 
+ length of NVM signal TgaP = 1.6 psec + 0.1 psec 

calculated maximum + calculated minimum 
2 dCalculated average = 

Also see figure 6 for a plot of the average time to resolve collisions versus the 
message arrival rate. 
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CALCULATED MAXIMUM 

CALCULATED MINIMUM 

1 I ,  1 

.3 .6 1 .o 2.0 
MESSAGE ARRIVAL RATE, 103 messages/rec 

Figure 6.- Average time to resolve collisions vs. message arrival rate, version 2a. 

Conclusions 

Version 2 

No conclusions can be made as yet. This test will be redone when the error in 
the program is corrected. 

Version 2a 

Comparison of the measured average time to resolve a collision with the 
calculated time shows that they are very close to each other. The calculated aver- 
age was made on the assumption that collisions involving any number of nodes occur 
at the same frequency. However, collisions between two nodes actually occur much 
more often than those involving three or four nodes. Therefore, the measured aver- 
age time to resolve collisions will be lower than that calculated. 

Under heavy loading, more messages may collide in any one collision than under 
lighter loading. Detailed analysis of the event trace shows this to be true. The 
average time to resolve collisions is, therefore, higher under heavy loading than 
under lower loading. All three averages are well within the expected range; all 
individual values are also within the limits. 

Test 114: Dead Time on the Channel 

Objective 

The objectives of this test were: 

( 1 )  To measure the average amount of time between transmissions (dead time) in 
the random access mode, under different loading conditions; and, 

(2) To correlate the amount of dead time with the channel utilization. 
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Approach 

Run three simulations, varying only the message interarrival times. Select the 
three interarrival times so that the expected channel utilizations are corresponding 
percentages of the maximum possible (see table 2). 

Select the number of nodes to be four, and a run-time of 100000 psec. The 
measurements will be taken near the middle of the run so that start-up transients 
are not included; only steady-state data will be taken. 

The average dead time should increase significantly as the load is decreased 
and should account, in part, for the low channel utilizations. Compare the percen- 
tage of dead time to the channel utilization for correlation. 

Results 

Version 2 

VERSION 2 RESULTS FOR TEST C4 
~ ~~~~ 

Interarrival time, psec 

700a 1500a 3000b 

Average dead time (usec)' 16.58 197.36 663.94 
9.3 55.4 75.7 Percent dead time 

Percent channel utilization 89.6 46.2 18.6 
d 

aAverage taken over 50 messages. 

bAverage taken over 35 messages. 

'Average dead time, usec = 

Time between transmissions 
in random access mode 

, where N = 35 or N = 50, 1 
N 

as noted above in a and b. 

dPercent dead time = 

x 100% Average dead time x number of messages sent 
run- t ime 

See also figure 7 for q 
ra te .  

plot of the average dead time versus the message arrival 
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Figure 7.- Average percent dead time vs. message arrival rate, version 2. 

Version 2a 

VERSION 2a RESULTS FOR TEST 1/11 

Interarrival time, usec 

700a 1500a 3000b 
~ 

Average dead time ( usec)c 8.4 188.1 617.0 
4.7 51.9 74.0 Percent dead time 

Percent channel utilization 92.6 45.2 19.7 
d 

aAverage taken over 50 messages. 

bAverage taken over 35 messages. 

‘Average dead time, wec = 

Time between transmissions 
in random access mode 

, where N = 35 or N = 50, 1 
N 

as noted above in a and b. 

dPercent dead time = 
Average dead time x number of messages sent 

run- t ime 

Also see figure 8 for a plot of the average dead time versus the message arrival 
rate. 
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Figure 8.- Average percent dead time vs. message arrival rate, version 2a. 

Conclusions 

Version 2 

The average dead time on the channel was measured by calculating the amounts of 
time between messages in the random access mode and then taking their average. 
Correlating the amount of dead time and the channel utilization is not possible 
because of the error in calculating the utilization. 

Version 2a 

The average dead time on the channel was measured as explained above. The 
amount of dead time correlates very well with the channel utilization under each 
loading condition. 
100%. 

The sum of the dead time and ch*nel utilization should be near 
In all three cases the sums are very close-to 100%. 

Not included in this sum are the percentage of time taken to resolve collisions 
and the percentage of time taken to switch from the controlled access to the random 
access mode. Also not included is the time spent counting through unused time slots 
in the controlled access mode. These three times can be quantified, however, by 
using data from previous tests. They are listed in table 3 for each of the three 
interarrival times. 

Differences between the percentages of time expended and 100% may be a result 
of using average values for most of the parameters. 
if the percent of dead time were calculated by summing the time between transmis- 
sions over all the messages that were sent in the random access mode, and dividing 
that sum by the run-time. The current method, however, uses the average dead time 
(calculated over 35 or 50 messages) and multiplies this by the total number of 
messages. 

The sums may be closer to 100% 
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TABLE 3.- PERCENTAGE OF OPERATION TIME FOR VARIOUS ACTIVITIES 

Activity 
Interarrival time, psec 

700 1500 3000 

Percent time to resolve coll’sionsa 0.59 0.056 0.015 
Percent time t o  switch modes rf .24 .024 .006 
Percent time counting unused timeslotsC .38 .045 .013 

1.21 ,125 .034 sum ( % I  

apercent time to resolve collisions = 
Average time to resolve collisions (psec) x number of collisions 

run-time, psec 

beercent time to switch modes = 
Maximum time to switch modes (psec) x number of collisions 

run-time, psec 

‘Percent time counting through unused timeslots : 
number of messages colliding 

number of collisions Average number of BIUs/collision = 

Average number of timeslots unused/collision = 
total number of BIUs - average number of BIUs/collision 

Average time counting through unused timeslots, psec = 
average number of timeslots unused/collision x number of collisions 
x 1.6 psec/timeslot 

x 100% Average time counting through unused timeslots, psec 
run-time, psec Percent time = 

Test #5: Independence of the Message Length 

Objective 

The objective of this test was to verify that the load interarrival time, as 
measured from the data, is independent of the message length. 

Approach 

Run three simulations, varying only the message lengths. Select the message 
interarrival time so that the channel utilization is near 80% for the run with the 
largest message length (message interarrival time = 800 psec/BIU). 

The maximum message length in version 2 is 16496 bits (the maximum allowed by 

The minimum value s chosen by taking 1/30 
the FODS protocol specification), and in version 2a it is 
message lengths are 7900 and 550 bits. 

6384 bits. The other two 
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of the maximum. As explained in the conclusions-version 2a section of Test 111, the 
maximum message length was changed from 16496 bits in version 1 to 16384 bits in 
version 2a. The change was made to make the results depend only on the size of the 
data, not on the size of the header and data. 

The number of nodes is four. The run-time is 100000 psec, allowing about 
125 messages/node/run. 

Results 

Version 2 

VERSION 2 RESULTS FOR TEST 85 

Message length, bits 
~ ~ ~~ 

550 7900 16496 

Calculated message interarrival 84 6 832 868 
t imea 

aCalculated message interarrival time, psec = 
Message length (bits) 
throughput, Mbit/sec number of BIUs 

(Throughput must 
it is the system 
time is for each 

be divided by the number of BIUs here since 
throughput, and the message interarrival 
B I U . )  
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Version 2a 

VERSION 2a RESULTS FOR TEST 15 

Message length, bits 

550 7900 16384 

Calculated message interarrival 846 839 866 
t imea 

aCalculated message interarrival time, psec = 
message length, bits 
throughput, Mbits/sec number of BIUs 

(Throughput must be divided by the number of BIUs here 
since it is the system throughput, and the message 
interarrival time is for each BIU.) 

Conclusions 

Version 2 

This test is also invalidated because of the error described in the 
introduction. Because the calculated message interarrival time is determined using 
the throughput, which was not correctly calculated, these results are not correct. 

Version 2a 

The message interarrival time is independent of message length, as expected. 
Although the measured message interarrival times are not equal, they are very close 
to each other. Furthermore, the differences between the measured interarrival times 
and those specified are small and can be attributed to the random nature of the 
program. 

SECTION 2: SUMMARY OF PERFORMANCE CHARACTERISTICS 

Table 4 summarizes the performance characteristics of the FODS protocol in 
version 2a. The loading is given in terms of the message interarrival time and the 
number of bits offered to the bus. These are not absolute results. Because of the 
inherently random nature of the simulation program, the same results are not 
obtained each time the program is used. These results are, however, representative 
of the types of data which can be obtained from the program. 
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TABLE 4.- PERFORMANCE SUMMARY--VERSION 2a 

Ontime, Load, Load, Packets Maximum Number of Throughput, 
psec psec Mbps sent queue collisions Mbps 

30000 
60000 
90000 

120000 
30000 
60000 
90000 

120000 
30000 
30000 
30000 
30000 
30000 
30000 

100000 
150000 

700 
700 
700 
700 
800 
800 
800 
800 

1000 
1200 
1400 
1600 
1800 
2000 
5000 

10000 

93.63 
93.63 
93.63 
93.63 
81.92 
81.92 
81.92 
81.92 
65.54 
54.61 
46.81 
40.96 
36.40 
32.77 
13.11 
6.55 

173 
343 
487 
658 
144 
288 
446 
600 
115 
99 
81 
65 
62 
59 
74 
53 

11 
12 
7 

11 
5 
5 
7 
5 
4 
3 
2 
2 
2 
2 
2 
2 

44 
90 

117 
144 
31 
62 
90 

124 
15 
11 
4 
2 
4 
0 
0 
0 

94.48 
93.66 
88.66 
89.84 
78.64 
78.64 
81.19 
81.92 
62.81 
54.07 
44.24 
35.50 
33.86 
32.22 
12.12 
5.79 

CONCLUSIONS 

Five verification tests were performed on the simulation program HYCAR, using 
the FODS protocol. The five tests were as follows: 

( 1 )  Verify the throughput and channel efficiency; 

(2 )  Check the number of collisions; 

(3)  Measure the average time to resolve collisions; 

(4)  Measure the average dead time on the channel; 

(5) Verify the independence of the message length. 

When these tests were conducted, two bugs were found in the program. In version 1 
of the program, the first bug caused an improper counting sequence in the controlled 
access mode, resulting in collisions in that mode. In version 2, the second bug 
caused incorrect calculations of the throughput and efficiency. 
successfully resolved in version 2a. 

Both problems were 

The second bug in the program appeared most obviously in test i l l .  Once the bug 
was resolved, however, the calculations of throughput and efficiency were consistent 
w i t h  the  expected results. The data were comparable to the mean offered load. 

In test A2, the number of collisions was counted. Also, the actual number of 
messages between collisions was compared to the calculated upper limit of four 
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messages between each collision. Under heavy loading conditions (90% utilization), 
this upper limit was met. Under minimal loading conditions (20% utilization), this 
value decreased t o  30 messages between each collision. 

The objective of test #3 was to measure the average amount of time needed to 
resolve collisions. 
average, and maximum values. The actual data were slightly lower than those calcu- 
lated because the calculations were made under the assumption that collisions 
involving any number of nodes occur with the same frequency. 
show, however, that collisions involving two nodes are much more frequent than those 
involving more nodes. 
the calculated limits. 

The actual data were compared with the calculated minimum, 

The simulation data 

Nevertheless, all average and individual values were within 

In test #4, correlation between the amount of dead time on the channel and the 
channel utilization was attempted. These parameters were well correlated. To make 
the correlation better, the following parameters were also quantized: 

( 1 )  The percentage of time taken to resolve collisions; 

(2) The percentage of time taken to switch from the controlled access to the 
random access mode; 

( 3 )  The percentage of time spent counting through unused time slots. 

Differences between the sum of the calculated percentages and 100% may be a result 
of using average values for the parameters. 

The objective of test #5 was to verify that the load interarrival time and the 
message length were independent parameters. This test was successful. Differences 
between the measured and the specified interarrival times were very small. 
more, these differences could be attributed to the random nature of the program. 

Further- 

Overall, the five tests were successful in validating the simulation program, 
HYCAR. Bugs, which otherwise may not have been discovered until much later, were 
found and corrected. The tests also helped in summarizing the performance of the 
FODS protocol. The results presented in section 2 are representative of the infor- 
mation which can be obtained from this simulation program. 
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